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Abstract

Previousapproache$o Finite StateOp-
timality Theoryhave supposedhatone
canbuild transducersnodellingthe be-
haviour of the constraints,e.g. that
would assignthe correctnumberof vi-
olationmarksto the candidatesA con-
straintis calledlinearif thereis alinear
functionof theinput string’s lengththat
is anupperboundonthe numberof vio-
lation marksassigned. Quadraticcon-
straintscan assigna numberof marks
quadraticin the input’s length. We
shall prove that only linear constraints
can be realizedas a finite statetrans-
ducer Some widely used alignment
constraints,e.g. for stressassignment,
arenot linear. Interestingly thesecon-
straintshave also beencriticized in re-
centphonologicaliterature.

1 Intr oduction

Optimality Theory (OT) has been a leading
paradigm in linguistics, especially in phonol-
ogy, sinceits appearancéPrinceand Smolensk,
1993).Computationahspect®f OT have beenin-
vestigatedalreadysinceits earliestappearance.
Accordingto the basicsuppositionof OT, the
grammaiis composeaf two parts:the Gen mod-
ule generatea (possiblyinfinite) setof candidates
out of the given underlyingrepresentatiorwhile
the Eval moduledetermineghe optimal element
of this set. The optimal element(swill become

the grammaticalform(s) (the surface representa-
tion, the outputof the productionprocess).There
is a universalsetof constraints, eachof themas-
signinga givennumberof violation marksto each
of the candidates. For eachconstraintthesevi-
olation marks define a strict partial order called
harmonic ranking on the set of the candidates.
For eachlanguagethereis a (fully) ranked hier-
archy(i.e. asequencef application)of thesecon-
straints,determiningwhich candidatewill bethe
optimalonechoserby Eval. Within thelatter, the
highestranked constraintwill filter out the candi-
datesin favour of alternatve competitorghatare
assignedewer violation marks(being“more har
monic” accordingto harmonicranking). Thenthe
secondighestranked constraintwill filter outfur-
ther elementsf the remainingsetof candidates,
usingthe samemethod etc.

In the last yearsresearcthasbeencarriedout
dealingwith thequestionwvhetherOptimality The-
ory can be implementedusing finite statetech-
nology (Frankand Satta,1998; Karttunen,1998;
Gerdemanmand v. Noord, 2000; Jager 2002).
Basedon the claim that phonology can be best
approximatedn fact as a regular (rational) rela-
tion betweertheunderlyingrepresentatioandthe
surfaceform (Johnson1972;Koskenniemi,1983;
KaplanandKay, 1994; Bird and Ellison, 1994),
an OT modelfor phonologyshouldalsoberealiz-
ablewith finite statetransducergFSTSs),suppos-
ing thatthe modelis adequatendnot too power-
ful for phonology

Theideaof Finite StateOptimality Theoryis to
regard the grammaras the compositionof finite



statetransducers. The first one representsGen,
and producesthe set of the candidatesvhenin-

putting an underlyingform. The constraintscon-
stituting Eval actasfilters, outputtingthe harmon-
ical candidate(sdf theirinput set. They arecom-
posedby the“optimality operator”(00) in a serial
way, following theactualhierarchy:

gen oo conl 00 con2 00 .. 00 conN

The feasibility of Finite StateOptimality The-
ory consistsof three components. The first and
leastexploredoneis askingwhich linguistic mod-
els usea Genthat can be formulatedas a (non-
deterministic)transducer Previous work (Kart-
tunen,1998; Gerdemanrandv. Noord,2000)has
usedthesyllabificationexample—theclassicakx-
amplesince(Princeand Smolensk, 1993)— and
they have shavn the Genof this paradigmto be
aregularrelation. Ongoingwork shavs that a fi-
nite transducecanbewrittenthatrealizegheGen
of the OT modelfor metricalstructureandstress.
It would be a challengingtaskto investigatewhat
criteriaa linguistic modelshouldmeetfor its Gen
tobearegularrelation(seee.g. reduplicatve mor
phologies).

Thesecondjuestionthemostelaboratedofar,
asksif it is possibleto build a model(anoptimal-
ity operator) supposingnehastherequiredtrans-
ducersfor Gen,aswell assomesortof transducer
for eachof theconstraintsFrankandSatta(1998)
prove thatthis is possibleby usinglenient compo-
sition, if constraintsassignmaximally one viola-
tion mark to eachcandidate.If we build a series
of n filters for eachconstraint,graduallyfiltering
outthosecandidatediaving atleastl, thenatleast
2, etc. violations(supposinghereare bettercan-
didatesptherwiseletting all pass)we canrealize
an OT-systemfor the casewhenthereis an up-
perboundn onthenumberof violation marksas-
signedto acandidat€“countingapproach”) Kart-
tunen(1998)implementghis ideafor the syllabi-
ficationparadigm.

The “matching approach”proposedby Gerde-
mann and van Noord (2000) doesnot needan
upper bound on the number of violations. It
alsousedransducerassigningviolation marksfor
eachconstraintbut the key ideais to createa set
including the non-optimalcandidatesby adding

extra violation marks. The output should match
the complemenbf this set(the lattermayalsoin-

clude stringsnot being a candidate). Becauseof

the construction exactnesss not always guaran-
teed, and sometimesonly an approximationcan
be achiezed, althoughit performsbetterthenthe
“countingapproach”.

Therecentproposaby Jager(2002)generalizes
the resultsof Gerdemanrandvan Noord (2000),
andprovesthatan OT systemcanberealizedun-
der certain conditions: the OT model usesonly
rational output markednessconstraintsand opti-
mality is global. The point that concernsus the
mostis that constraintsmust be rational. Infor-
mally speakingaconstrainis saidto be“rational”
if thereexists a rational(regular) relation S such
that for ary two candidates: andy, if thesecan
be generatedrom the sameunderlyingrepresen-
tationthen< z,y >€ S iff x is moreharmonic
thany. In otherwords,for ary inputstring, S cre-
atesthe setof worsecandidatesriginatingfrom
thesameunderlyingrepresentatiorgswell aspos-
sibly somenon competitorstrings. In this casea
simplefilter canbebuilt from S, usinggeneralized
lenient composition.

Thethird questionconcerninghe feasibility of
Finite StateOptimality Theoryis whatconstraints
can be modelledas a finite transducerfollowing
the needsof the approachused: assigningviola-
tion marksin the caseof (Karttunen,1998) and
(Gerdemanrandv. Noord, 2000); or mappinga
candidateto its lessharmoniccompetitorsin the
caseof (Jager 2002).

Only “output markedness” constraints have
been consideredso far, i.e. violations depend
only on the form of the candidatean not on the
underlyingrepresentatiorthey are derived from.
Furthermoreyiolations shouldbe assignedising
standardtringmanipulatiortechniquesandsome
sortof locality is probablyalsorequired.

In this paperwe shall prove that no violation
markassigningransducecanbebuilt for thetype
of constraintsthat have no linear boundon the
numberof violation marksassignedin functionof
the input string’s length (non-linearconstraints).
Theexamplesof thistype of constraintomefrom
the biggerfamily calledthe alignmentconstraints
(McCarthyandPrince,1993),andarewidely used



in state-of-the-amphonological-morpblogical lit-

erature. Theseare gradientconstraintdan the fol-

lowing sense: they can assignmore violation
marksto the sameundesiredsubstringof the can-
didate,in function of the degreeof theviolation’s
seriousness.Gradiencein general,and gradient
alignmentconstraintsin particularhave recently
beenheaily criticisedby McCarthy(2002)onlin-

guistic grounds,that align nicely with my amu-
mentsagainstheir use.

2 Gradient Constraintsin OT

As mentioned,in the mostcommonformulation
constraintsassignviolation marksto the candi-
dates. A candidatecanbe assignednultiple vio-
lation marksby one constraint,and linguistic lit-
eratureon Optimality Theory has had three hy-
pothesesaboutthe natureof multiple violations,
implicit in (Princeand Smolensl, 1993). Quot-
ing McCarthy(2002):

e Locus hypothesis A violation mark is as-
signedfor eachinstanceor locus of violation
within a candidate. When presentedvith a
right candidatethen,ary OT constraintcan
assignmultiple violation marks.

e Gradience hypothesis Someconstraintspy
virtue of their formulation, asseswiolations
gradiently Theseconstraintsanassignmul-
tiple violation markseven whenthereis just
asinglelocusof violation.

e Homogeneity hypothesis. Multiple violations
of a constraintfrom eithersourceare added
togetherin evaluatinga candidate. No dis-
tinction is madebetweenmultiple violation
marksderivedfrom theLocushypothesiand
thosedervedfrom the Gradiencéhypothesis.

Here, we are following McCarthy’s terminol-
ogy, andin this papera “gradientconstraint”is a
constrainthatcanassignmmultiple violation-marks

It should be emphasizedhat the term “gradient con-
straint” hasbeenusedin Finite StateOT literatureto referto
ary type of constraintghat canassignmorethanoneviola-
tion markto acandidateA constraintik e Parse disfavouring
the underparsingf someelementsof the candidate would
assignoneviolation markto eachunderparsednit (cf. locus
hypothesisbellow), andthereforehasbeensaidto beagradi-
entconstraintBut it is notaccordingo theabove definition.

to the samesubstringof the candidatedepending
on how muchdisfavouredthe givenstructureis.

McCarthy makes the distinction betweentwo
typesof gradientconstraints.Some(vertical, col-
lective andscalargradienceprealwayslimited in
extent of violation: they canassigno, 1, 2,... or
n violation marks,dependingon how seriousthe
violation is. This meansthat the decisionof as-
signing violation marksis madelocally, andthe
numberof violation marksassignedo the whole
candidatas maximally linearin the lengthof the
string.

But what McCarthy calls “horizontal gradi-
ence”, basically the family of alignment con-
straintsdiscussedn the next section,is different
in nature. They assignviolation marksin propor
tion to somedistancewithin thestring. Therefore,
aswe shall seeon someexamples the numberof
violation marksassignedo onecandidatanay be
guadratidn thelengthof the candidate.

McCarthy claims that gradienceis not inher
ently a propertyof Optimality Theory(andthere-
fore the homogeneity hypothesiscan also be
avoided). Gradientconstraintsvith alimited num-
ber of violation markscan be rewritten as a se-
ries of non-gradientconstraints:C'1, C2, ..., Cn,
where('i assign®neviolation markexactlyif the
gradientversionwould assignatleast: violations.
(Onewould obviously suppos@ninherentuniver-
salrankingfor theseconstraints.)

Furthermoreafterhaving discussedherelevant
OT literature,McCarthy (2002) bringsheavy lin-
guistic agumentsagainst“horizontal gradience”
constraints. He proposesa new family of con-
straints(“quantizedalignment”) instead,that are
not gradient. The numberof violation marksas-
signedby themis upperboundedby the lengthof
theinputstring.

From the point of view of finite statetechnol-
ogy, vertical, collective andscalargradiencecon-
straintsdo not seemto posea problem,it would
not betoo hardto build therespectie transducers
assigningviolation marks. The sameappliesto
McCarthys quantizedalignmentconstraints.But
some of the widely used alignment constraints
(eg. for stressassignment)criticized by Mc-
Carthy do not correspondo aregularrelation,as
we shallprove in this paper



3 Alignment constraints for stress

Typical gradient constraintsin OT are the so-
called “alignment constraints”, used mainly for
metricalstressaassignmenandinfixation. Herewe
shallpresenthe exampleof metricalstress.

The classicalway of analysingmetrical stress
within an OT frameavork goesback to the very
first yearsof OT (McCarthy and Prince, 1993),
basedamong otherson earlier works of Bruce
Hayes(1981). Gen assignsa three-leel hierar
chical metrical structureto eachelementof the
candidateset. Somesyllablesare organizedinto
feet,andthe prosodicword consistsof thesefeet,
aswell asthe syllablesthat are not parsedinto
feet. (Unlike in thesyllabificationexample,anun-
parsecelements still pronounced.Eachfoot has
aheadsyllable,andthe prosodicword hasexactly
onehead(main) foot. The headsyllablesarethe
onesbearingstress:the headsyllable of the main
foot bearghe primarystresswhile the headsylla-
blesof thenonmainfeetbearsecondartress:

o(o02)[ol olo(02)

Here squaredbraclets refer to the main foot,
parenthesesefer to the non-mainones. Num-
bersshav the placeof stress,| standgor primary
stressand2 for secondarpne.

The output of Gen is the set of all possible
parsesof the input (the underlyingform). That
is: all possibledistributionsof mainandnon-main
feet, including all possibledistributions of head
syllableswithin eachfoot.

Typically, constraintsrefer to somecombina-
tions of the ingredientsof this model: foot edges,
word edgesstresddistribution andsyllabletypes.
The most interestingconstraintfamily concerns
the place of feet within a prosodicword. These
are called alignmentconstraints(McCarthy and
Prince,1993),andtheir generaldefinitionis:

Let Catl andCat2 betwo cateyories,andEdgel

andEdge2 beelementof the{L, R} set(stand-
ing for “left” and‘right”). ALIGN(Cat1, Edgel,

Cat2, Edge?) is satisfiedff for eachsubstringbe-
longing to Catl: its edgeEdgel coincideswith

the edgeEdge2 of somesubstringbelongingto
Cat2.

SometimesALIGN(Catl, Cat2, Edge) is used
whenEdgel andEdge2 arethe same.

Widely used imlementationsof these con-
straintsareALIGN(Wd, Ft, L/R), ALIGN(Ft, wd,
L/R) andALIGN(MFt, Wd, L/R).

Thefirst pair of constraintgcalled Word-Foot-
Left and Word-Foot-Rightin (Tesarand Smolen-
sky, 2000)) assignsone violation mark if the left
(right) edgeof the prosodicword doesnot align
with theleft (right) edgeof somefoot. Thesecon-
straintscanassignmaximally one violation mark
to eachcandidateanddo not poseary problemto
finite statetechnology

The four other alignment constraints(called
All-Feet-Left/RightandMain-Left/Rightin (Tesar
andSmolensk, 2000))aregradientconstraints.

Main-Left assignsas mary violation marksas
the numberof syllablesintervening betweenthe
left edgeof theword andtheleft edgeof themain
foot. Main-Right doesthe samefor the relevant
right edges. Here the numberof syllablesin the
candidates anupperboundfor thenumberof vio-
lation marksassignhedbecause word hasexactly
onemainfoot.

The way to realize Main-Right and Main-Left
asafinite statetransducewould beto reformulate
them, in the form of prohibiting a syllableto in-
tervenebetweertherelevantedgeof themainfoot
andtherelevantedgeof theword. Sowewouldas-
sign oneviolation mark to eachsyllable between
thetwo edgesandthuswe could escapehe gra-
dientnatureof theseconstraints.

But this is not the casefor All-Feet-Left/Right.
Theseare “real” gradientconstraints. All-Feet-
Left for instancewill assignto eachfoot asmary
violation marksasthe numberof syllablesinter
veningbetweenthe left edgeof the word andthe
left edgeof thefoot in question.Thereforein the
caseof thefollowing candidate:

loo](9)(00)

the first foot whoseleft edgealignswith the left
edgeof thewordwill notbeassignedry violation
marks, but two violation markswill be assigned
to the secondfoot, and four to the third one. If
all syllableswere parsedinto a separatdoot, the
candidatevould have beenassigned 5 marks.



In generalto a candidateconsistingof n sylla-
bles, All-Feet-Left and All-Feet-Rightcanassign
maximally n(n — 1)/2 violation marks,andthis
happensvhena candidatehasall its syllables(or
all but the onebeingon the relevant edge)footed
into a separatdoot. Thisis why we call thesetwo
constraintsquadraticconstraints”.

4 No transducersassigningviolation
marks for quadratic constraints

The consequencef this lastfactis very serious.
Intuitively speakingthe functionthatassignsvio-

lation marksaccordingo theconstraintAll-Feet-

Left / Right requiresembeddedyclescheckinga
string, which canbe only approximatedy finite

statetechniques.

In orderto prove mathematicallythatthesetwo
constraintgannotbeformulatedby FSTs firstwe
shallpresentalemma,thatis in facta simplecon-
sequencef theso-calledpumpinglemma

Lemma: Let T beafunctionalfinite statetrans-
ducer i.e. for ary input string o it producesat
most one output 7'(c). Thenthereexists a lin-
earupperboundon the length of the output,i.e.
thereexists a positive integer N suchthatfor ary
non-emptyinputstringo for whichthereexistsan
outputT'(o), thefollowing inequalityholds:

| T(0) <N |o|
where| « | denoteghelengthof thestringa. O

The proof of this lemmais to be found at the
endof the Appendix,in theform of a corollary

Thenext stepis to realizethatAll-Feet-Leftand
All-Feet-Right can assigna numberof violation
marksthatis quadraticin the lengthof theinput.
In factif theinput consistdor instanceof n sylla-
bles,eachof themparsednto aseparatdoot, then
thenumberof violation marksto beassignedo the
wordisn(n—1)/2. Thereforenolinearboundcan
be given (in function of theinput’s length)to the
lengthof the outputof the processassigningvio-
lation marks. But this processhasbeensupposed
to befunctional,mappingtheinput stringontothe
stringincludingviolation marksaswell.

Supposingve hada functionaltransducereal-
izing the All-Feet-Left or the All-Feet-Rightcon-

straint,accordingto theabore lemmatherewould
beaninteger N suchthatthemaximumnumberof
violation marksassignedo aword consistingof n
syllableswould be N — 1 timesthe lengthof the
input(nodeletiontakesplacein violationmarkas-
signment). If we supposédhat¢ is the maximum
lengthof a syllablé we gettheinequality:

n(n—1)
2

But we have to realize that it is possibleto
choosen greatenoughsothatthiswould nothold.
If the numberof syllablesis:

< (N —1)né

n>1+2(N—1)¢

thentheinequalityfollowing from the lemmawiill
not be satisfied.As thereis no theoreticalimit on
thenumberof syllablesin aword, we have proven
thatno functionalfinite transduceexistsrealizing
All-Feet-Left or All-Feet-Rightin anexactway.

5 Approximationsfor assigningviolation
marks

But this doesnot meanthatno approximatiorcan
be given. Onecansupposeén practicethatin real
life languagesthe numberof syllables(or even
morethe numberof feet)in oneword is bounded.
Here we are giving an approximation for
All-Feet-Right. First we build an FST called
one foot _right thatassignsa violation mark
(@ to all end-of-syllablesymbols(eos) right to
thefoot justbeingchecled (markedby a C charac-
ter). This canbe doneby usingthe contect sensi-
tive rewrite operatorreplace(Transdu  cer,
Left _context, Right _context) , as pre-
sentedn (GerdemanmndvanNoord,1999)3

2Sucha suppositiorcannotbe madein general But since
violation mark assignmenby thesetwo constraintss inde-
pendenfrom the phoneme# theword, onecouldjustdelete
the phonemiccontentof the input, without alteringthe pro-
cess.In sucha caseanupperlimit canalreadybe given, be-
causesyllableconsistsmaximallyof thesyllabletypespeci-
fication,thestresgypesymbol foot bracletsandthesymbols
delimiting wordsandsyllables.

SWe are using the formalism of FSA Utilities, asintro-
ducedby (vanNoord,1997),(vanNoord,1999),(Gerdemann
andvan Noord, 1999) or (Gerdemanrandv. Noord, 2000).
[ standsfor the emptystring, [A, B] is the concatena-
tion of A andB, "C standsfor the setcomplementof C, ?
matchesary character* standdor Kleene-starandA:B is a
transducemappingA to B andarything elseinto itself.



one _foot _right(@) :=
replace([]:@,[C, eos],[]).

A stepconsistsof markingthe first unchecled
foot (notmarkedby the “checledfoot symbol” D)
from the beginning of the word (bow) by symbol
“being checled” (C) mentionedabove; thenrun-
ning one _foot _right andfinally markingthat
foot asalreadychecled (D; fr standsfor a right
edgeof afoot):

one step(@) =
replace([]:C,[bow,("C)*,fr],"D)
0 one_foot _right(@)

eos, ? ¥,

o (C:D).

If we have aboundn onthe numberof feetin a
word, repeatinghis process: timeswould result
in arealizationof All-Feet-Right.
mark _ot _constraint(all feet _right@) =

one _step(@) ; 0 one_step(@) 2 O ...
0 one_step(@) » o (D:[])

A similar procedureis possiblefor All-Feet-
Left, aswell. It is notevorthy that even a three-
step approximationof the All-Feet-Right con-
straintresultsin an FST thathas472 states.This
“explosion” in the numberof the statesshaws the
inherentlynotfinite state-nessf the problem.

6 Further possibilities

In Section4, we have proved that no functional
FST can be built that would distribute violation
marksaccordingto constraintghat are supposed
to assigna quadraticnumberof marks,suchasis
the casefor somegradientalignmentconstraints.

In factonecouldarguethatthereis no needfor
thosetransducerdo be functional. Supposehe
transducemvould outputa string with the correct
numberof violation marks,aswell asa number
of fake candidatesall of themhaving moreviola-
tion marksthanthe correctone. Sincethesefake
candidatesirelessharmonicthanthe correctone,
they will beeliminatedby the optimality operator

In the caseof quadraticconstraintsthis would
requirea transducekhoseshortest outputhasno
linear boundin function of the input’s length. In
factthis is alsoimpossibledueto thefirst lemma
provedin the Appendix:

Lemma: Let T beafinite statetransducerThen
thereexists a linear upperboundon the length of
the shortestoutput,i.e. thereexists a positive in-
teger N suchthatfor ary non-emptyinput string

o for which T'(¢) # () the following inequality
holds:

min |[£|<N|o| O
£€T(0)

Another possibility is to follow the idea pre-
sentedin (Jager 2002), i.e. using the idea of
(Gerdemanmndv. Noord,2000)but avoiding ref-
erencedo violation marks. (A constraintcanbe
seenasa strict partial order on the setof candi-
dates,for which every subsethasa maximalele-
ment(Samek-Lodwici andPrince,1999).)

Supposéghatfor someconstraintConl, anFST
worse wrt _con(Conl) generatesthe subset
of candidateshatarelessharmonicthantheinput
string with respectto Conl. The generalizede-
nientcomposition,asoptimality operatoy follow-
ing (Jager 2002)is then:

oo Conl :=
0 “(Input

Input

Input o worse _wrt _con(Conl))

The second factor of the composition is
an identity transduction on the comple-
ment of the non-optimal forms. Notice that
worse _wrt _con(Con) could generate also
somestringsthat are not within the candidateset
of thecorrespondinginderlyingform.

Therefore future work should either present
such a transducerfor quadraticalignmentcon-
straints, or should prove that no such FST ex-
ists (they arenot rationalconstraintsaccordingto
(Jager 2002)).

In the caseof All-Feet-Rightfor instancesuch
atransduceshouldamongothers:addadditional
feet; move feettowardsthe left edge;anddeletea
foot with a distanceof k syllablesfrom the right
edge andsimultaneoushaddfeetwhosesummed
distanceis morethank. The complity of this
last task hints that no suchfinite statetransducer
would exist.

7 Conclusion

In this paperwe have presentedometechniques
thatcanbeusedto decidewhetheraconstraincan
beformulatedasa finite statetransducerWe have
shavn that constraintsvhich assignmorethana
linear numberof violation marks cannotbe ap-
plied within the framawork of violation mark as-



signingfinite statemodels.(Thegeneralizedssue
presentedby Jager(2002)is still open.)
The“non-linear” constraintsve know aboutare
gradientconstraintghat cannotbe redefinedasa
non-gradientonstraint:they will alwayshave to
assignmorethanoneviolation markto someloci
of the candidates. In the caseof other gradient
constraintslik e thefirst threetypesin (McCarthy
2002)with a boundedhnumberof violation marks
per locus, or Main-Foot-Left / Main-Foot-Right,
we have seenthat it was possibleto reformulate
themin a non-gradientvay. And simultaneously
they canberealizedasregularrelations.
McCarthy (2002)s independent aguments
againsgradientconstraintsandhis proposeadon-
gradient(andfinite-statefriendly) alternatves for
them,reassuressthatthis resultdoesnotmenace
our confidencein the finite-statenes®f phonol-
ogy. Also, onecould askwhatthe psychological
adequatenessf somequadraticconstraintsvould
be.But evenif it turnedoutfinally thatthosecon-
straintscannotbe dismissed,we have proposed
someapproximationghat could be usedgiven a
practicallimit onthelengthof words.

Appendix. Linearity of FSTs

Lemma: Let T beafinite statetransducer Then
thereexists a linear upperboundon the length of
the shortestoutput,i.e. thereexists a positive in-
teger N suchthatfor ary non-emptyinput string
o for which T'(o) # 0 the following inequality
holds:

min <N lo
min [€]<N o]

where| a | denoteghelengthof the string a.

Proof:

SupposehatT doesnotacceptheemptystring
asinput, otherwiseconsidera transducerT’ ac-
ceptingthe samelanguage,except of the empty
string. Sucha transducerwith an input alpha-
bet A and an outputalphabetB can be seenas
a finite stateautomatonover the alphabetX C
(AU {e}) x (BU{e}) \ {(e,€)} (cf. (Berstel,
1979), remarkafter corollary 6.2, on p. 79). A
string (a1, b1)(az,b2)...(an, by) acceptedby the
automatoncorrespondgo the input-output pair

(a1ag...an, b1bs...b,) Of thetransducemwith thee-
s beingsimply deleted.

For astring f = (a1,b1)(ag, b2)...(ap, b,) ac-
ceptedby the automaton]et us call the first pro-
jection f; = aias...a, theleft-handor inputstring
of f, andletthesecondprojectionf, = b1bs...b,
bethe right-handor outputstring of f.

Now we will make useof a corollary of Og-
dens Iteration Lemmafor Regular Languagesa
variationof the PumpingLemma(Corollary4.7in
(Berstel, 1979),p. 21). Thisclaimsthatif . ¢ X*
is aregularlanguageandY C X, thenthereis an
integer N > 1 suchthatfor ary f € L andfor
ary factorisationf = hgh’ with | g |y> N4
¢g admits a factorisationg = aub suchthat (i)
0 <|u |y< N, and(ii) hau*bh’ C L.

Let . € X* bethelanguageacceptedoy the
FSA correspondingo the finite statetransducer
T, asexplainedabore. And letbeY = {¢} x
B C X, correspondingo insertionsduring the
transductiorprocess.This meanghatthereexists
apositive integer N, suchthatfor ary f € L and
for ary factorisationf = hgh': if | g |[y> N,
theng canbe factorisedsuchasg = aub, with
| u |y > 0 andhau*bh’ C L.

Let f € L be suchthatits right-handstring
f, after deletionof the es is the shortestoutputé
correspondindo an acceptablestring o (f; with-
outthees) with respecto thetransduceil . (Such
a string exists since T'(o) is denumerable.)So,
usingthe above corollary we obtainthatthereis
aninteger N > 1 suchthatfor ary factorisation
f = hgh/ with | g |y> N, g admitsafactorisation
g = aubsuchthat| u |y > 0andf’ := habh’ € L.

In this caseu ¢ Yt shouldhold, otherwise
f and f’ would correspondo the sameinput of
the transducer but the output correspondingto
f would be shorterthan the output correspond-
ing to f, which contradictsour suppositionthat
f encodesa transducingvhenthe input string is
mappedntoits shortespossibleoutput.

Thereforewe canconcludethatfor ary factori-
sationf = hgh/,if | g |>| g |y> Ntheng ¢ YT,
sinceits non-emptysubstringu containsalso at
leastoneelemenbof X \ Y.

In otherwords: it is not possibleto find a con-

4 wu |y refersto the numberof occurrencesf elements
of Y in thestringu.



tinuous substringof morethen N — 1 elements
of Y within f. Rememberinghe way we con-
structedour automatorfrom thetransducef, and
realizingthatthe setY refersto insertionsduring
transductionyhile X \ Y refersto readingasym-
bol of theinputstring (e, €)-transitionshave been
eliminated),we can concludethat not more than
N — 1 characterareinsertednto the outputafter
eachelementof theinput.

Sincetheinput string o is f; after deletingthe
es, and the shortestcorrespondingputput ¢ is f,
afterdeletingthees:

min —|é< <N |o
min 1= §1<I FI<N o]

Thuswe have provenour lemmad

If T is a functionaltransducerthatis for ary
inputstringo it producesatmostoneoutput?’(o),
thenwe obtainthefollowing®

Corollary: Let T be a functional finite state
transducerThenthereexistsalinearupperbound
onthelengthof the output,i.e. thereexistsa pos-
itive integer N suchthatfor ary inputstring o for
which there exists an output 7'(o) the following
holds:

| T(0) |<N | o | u
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